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Values in the Design of Computer Systems

Thcﬂ: are many points of entry to the study of social,
cthical, and policy dimensions of information technol-
ogy. In some of my work, where 1 have been conceened with
implications or consequences of computerizatioh for society
and moral values, I have examined such issues as account-
ability and property rights Within this same paradigm, [ am
currently examining maral foundations of a right to privacy
that would account for the violation we feel in response to
contemporary practices of public surveillance. Recently, how-
ever, | have also been intrigued with another, somewhat dif-
ferent approach, one that is concerned with the implications
of societal values for informartion technology, and in particu-
far with the idea of values embedded, or embodied, in the
design of computer systems. In this column, I briefly de-
scribe past, current and planned work wichin this alternative
framework.

My interest in studying values embedded in computer
systems, inspired by worlc of scholars in the area of science,
technology and society like Wicbe Bijker and Langdon Win-
ner, grew directly out of a joint project with Batya Fried-
man. This project examined the problem of bias in com-
puter system design, taking off from work by the philoso-
pher James Moor, who argued that software could embody
biases, empirical work by Chucle Huff & Joel Cooper, which
pointed to the potential of gender bias in educational soft-
ware, as well as resulrs of our own investigation of a number
of systems. Convinced that bias was a particularly importans
issue in a society (like ours) which places high value on jus-
tice and fairness, we devised a definition of a biased sys-
tem—namely, a system that systematically and unfairly dis-
criminated against some in favor of others We also devel-
oped a theoretical frameworle which identified three catego-
rics of bias-namely, precxisting bias (reflecting biases pre-
existing in society), technical bias (arising from rechnical
constraints), and emergent bias {arising as a result of contex-
rual shift) Finally, on the basis of our framework, we suggest
ways ol remedying bias in computer systems

During the course of this project, we became convinced
that bias was a particular instance of the more peneral phe
nomenon of values embedded in compurer system design
This realization. in turn. has suggested three Yines of fucdher
reseaich Qe mainaing the Jevel of particubarity of dhe bias

study extending its scope to other values. A second secks to
develop a methodology for computer scientists and engineers
interesced in values. A third, examines emerging themes and
questions. Ongoing work that Fricdman and [ are conduct-
ing together as well as independently has concentrated on
the first of these two lines, bur I find the general, philosophi-
cal questions, increasingly compelling and requiring atcen-
tion. in the remaining paragraphs, 1 briefly discuss all three.

QOther Values.

Following the mechodology we developed for bias, Friedman
and I are conducting a similar study of user-autanomy, which
would cxplicate how system design may either enhance or
inhibit the auonomy of users. We chose to study autonomy
because, like bias, its embodiment in technology may sig-
nificandy affect individuals and sociery. Furthermore, a tra-
dision of inteliectual criticism sces human autonomy as par-
ticularly vulnerable to technological advance. In the case of
computer technology, at the same time that its champions
tout its capacity o control human affairs, its detractors, worry
thar this same capacity bodes il for humanity. As computer
control increases, human control and autonemy would di-
minish.

As we did with bias, we seek to link specific technican
features of design with autonomy. Work in progress indicates,
not unexpectedly, that control is an important mediator of
user-autonomy but it also suggests that this relationship is
more indirect and complex than one might have expected

Methedological Imp“iicatim;s.

Beyond theoretical analysis, we are interesced in developing
methodological tools for systems designers. This explicitly
normative dimension to our work urges computer sclgntists
and engincers to think beyond the normal ser of technical
criteria of eicellence such as power, elficiency, and correct-
acss, and toward an augmented list that would include con-
sideration of moral values such as bias and user-autonomy
We see its capacity to provide practical guidelines wo design-
ers as a measure of the suceess of our work, Putting this 10
the test in a project recently stacted, we are collaborating

with computer scieriists ac Princeton 1o strengthen systems
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of web securicy through technical improvements that, at the
same time, are sensitive to values,

As a philosopher, my central role in the practical side of
this work has been to interprer concepts of value. The greac
challenge of this role is to work with deep, rich, and nu-
anced conceptions of values such as justice, responsibilicy,
and autonomy, that have developed over decades, even cen-
turies of philosophical and political thought. Our of these
conceptions, in order to be able to map values to characeer-
istics of computer systems, I must construct concepts that
are operational within a practical setting, create precision
where none naturally exists. While certain subtleties are nec-
essarily compromised, it is not {I hope) at the expense of the
essence of the original conceptions.

Philosophical Themes and Questions.

This approach opens the way to a set of questions thac might
not normally arise in the study of consequences or implica-
tions of information technology. Where the latter creates an
impression of technology as a given, the former highlights
the malleability of design It projects the possibility of values
injected into a system during construction, a possibility that
leads naturally to conceiving of ways to intervene in the de-
sign process to promote better (morally speaking) technol-
ogy. As described earlier Priedman and [, and others, have
taken chis route. (See work by Philip Brey ar Technical Uni-
vessity Twente, The Netherlands. Also, see work by Deborah
Johnson examining the meaning of values embedded in de-
sign )

This consequence will only be cause for rejoicing after
we have thought carefully through a number of related is-
sues, including the various possible sources of values in tech-
nolegy, as well as their legitimacy. One importane source,
public policy, is already widely studied. The work described
hiere focuses on the phase of engineering design and devel-
opment, implicating designers and builders of systems =
scientists and engineers — whether cheir interaction with
values is conscious and explicit, or unconscious and inad-
vertent. If it is true that values may be incorporated even at
the fine-grain level of design and development, then nothing
short of a deep appreciation of the technical character of 2
system will suffice to articulate a full picture of embedded
values

Buc are computer scientists, systems engineers, and de-
signers, ready and able to shoulder this responsibility? And if
yes, what about legitimacy? Is it legitimate for scientists and
engineers to be affecting values in this apparently undemo-
cratic way? Who is to say that the values embedded in 2
system are the “right” values? These questions fifl our a re-
search program driven by the idea of values embedded in

compurer systems | pose them o mysell and hope others,
too, will pursue them.
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