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Philosophical interest in the ethical implications of
the development and application of computer
technology emerged during the 1980s, pioneered by,
among others, Terrell Ward Bynum, Deborah
Johnson, Walter Maner—usually credited with coin-
ing the phrase computer ethics—and James Moor.
These philosophers and others laid the foundations
for a field of study that, for a number of years, en-
compassed three central lines of inquiry: (1) ethical
questions and challenges to social, moral, and po-
litical values raised by changes in society and indi-
vidual lives, (2) the nature of computer ethics itself,
and (3) ethical obligations of professional experts in
computer and information technologies and engi-
neering. More recently the field has broadened to in-
clude strands from neighboring disciplines.
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%ﬁmy Ualues, and the Impacts
-of Computer and Information
Technologies

Incorporating most of the work in the field, this
line of inquiry focuses on the impacts of comput-
ing and information technologies that raise ethical
questions as well as questions about moral, political,
and social values in societies and in individuals’ lives.
Many of the issues that emerged early om, such as in-
tellectual property, responsibility, crime, privacy, au-
tonomy, free speech, and quality of life, have remained
important and have evolved alongside developments
in the technologies themselves. Philosophers engaged
in the study of impacts have approached their sub-
ject from at least two perspectives. In one they have
asked about the nature of moral obligations in light
of particular changes, thus being concerned with right
and wrong actions of people. In the other they have
been concerned with the status of particular values
in society and how these are affected by technol-
ogy-induced changes.

In the case of intellectual property, philosophi-
cal interest focused on moral obligations owed to the
creators and owners of software. Philosophers, like
their colleagues in law, recognized key metaphysical
(relating to a branch of philosophy that is concerned
with the fundamental nature of reality and being)
differences between computer software and tradi-
tional forms of intellectual property and sought to
understand whether and in what ways these differ-
ences affect the extent and nature of property pro-
tection that software deserves. By the mid-1990s and
into the present, as the Internet and World Wide Web
developed and increased in popularity, most of the
attention given to intellectual property has been fo-
cused on controversial questions concerning digital
representations of a wide range of intellectual and
cultural works (including text, images, music, and
video), peer-to-peer file sharing, and even Web-link-
ing (the use of Web hyperlinks to move from one
web page to another). From the perspective of val-
ues, philosophers have questioned social and legal
decisions that have shaped the relative strength
and standing of intellectual property in the face of
other values, such as freedom to share.

~ Computer technology raised questions about at-
tributing moral responsibility for harmful conse-
quences of action as philosophers and others
noted the increasing use of computer systems in con-
trol functions, sometimes replacing human con-
trollers, sometimes mediating human action,
sometimes automating complex sequences of tasks.
Ethical concerns went hand in hand with technical
concerns. Where computer scientists and engi-
neers worried about correctness, reliability, safety
and dependability, philosophers asked whether in-
creasing reliance on computer-controlled automa-
tion is warranted and whether, secondarily, it leads
to a diminishment of accountability for malfunc-
tions, dangers, and harms due to computerization.
Another intriguing line of questions was taken up
by philosophers such as Kari Coleman, Arthur Kuflik,
Tames Moor, and John Snapper. This line concerned
responsibility and was spurred by actual and pre-
dicted advances in artificial intelligence. It asked
whether aspects of human agency, such as life-
and-death decisions, should ever be delegated to
computers no matter what the relative competency
levels. A twist in this line of questions is whether a
tirne will come when humans will have moral obli-
gations to intelligent machines.

An issue related to that of responsibility is the
nature and severity of computer crime and the va-
riety of harms wrought on others in the context of
computer-mediated communications and transac-
tions. Philosophers participated in early debates over
whether actions such as gaining unauthorized access
to computer systems and networks should be judged
as crimes or whether such judgment should be re-
served for cases where clear damage results, as in the
cases of transmitting computer viruses and worms
and posting obscene or threatening materials.

Privacy has been one of the most enduring issues
in this category. Philosophers have focused attention
on privacy as a social, political, and individual
value threatened by developments and applications
of computer and information technologies.
Philosophers have participated in the chorus of voices,
which also includes scholars of law, policy, and social
science and privacy advocates, that has denounced
many of these developments and applications as dan-
ggﬂ:tlfsiy erosive of privacy. As with other issues, the



nature of the activities that raise concern shifts
through time as a result of evolving technologies and
their applications. The earliest applications to take
the limelight were large government and corporate
databases. Cries of “Big Brother” resulted in various
legal constraints, including, most importantly, the
U.S. Privacy Act of 1974. Through time dramatic re-
ductions in the cost of hardware and improve-
ments in the capacities to collect, store, communicate,
retrieve, analyze, manipulate, aggregate, match, and
mine data led to a proliferation in information gath-
ering throughout most sectors of society and an am-
plification of early concerns. In parallel with these
developrments, we experienced an upsurge in identi-
fication and surveillance technologies, from video
surveillance cameras to biometric (relating to the sta-
tistical analysis of biological observations and phe-
nomena) identification to techniques (such as Web
cookies) that monitor online activities. Each of these
developments has attracted concern of a broad
constituency of scholars, practitioners, and activists
who have applied their areas of knowledge to par-
ticular dimensions of the developments. Philosophers,
such as Judith DeCew, Jeroen van den Hoven,
James Moor, Anton Vedder, and Helen Nissenbaum,
have taken up particularly two challenges: (1) im-
proving conceptual understanding of privacy and the
right to privacy and (2) refining theoretical under-
pinnings and providing a systematic rationale for pro-
tecting the right to privacy.

Finally, a category of questions concerning “qual-
ity of life” asks, more generally, about the ways com-
puter and information technologies have
impinged on core human values. We could include
in this category a variety of concerns, starting with
the digital divide—the possibility that computer tech-
nology has increased the socioeconomic gap between
those groups of people with power and wealth and
historically disadvantaged socialeconomic, racial,
and gender groups. Such questions concerning so-
cial justice within societies have been extended to
the global sphere and the vastly different levels of ac-
cess available in countries around the globe.

Another element in the category of “quality of
life” concerns the impacts on relationships, such as
those among friends, romantic partners, family mem-
bers, and teachers and students, made by computers
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and digital networking technologies. _Ma_n_y re- iy

searchers have pointed to the enormous positive po-

tential of collaborating online and building -

community and accessing vast troves of informa-
tion, However, some philosophers have asked whether
the intrusion of digital technologies debases these
spheres of life—replacing the actual with the virtual,
replacing face-to-face communication with medi-
ated communication, replacing family and intimate
interactions with chat rooms and online games, and
replacing human teachers and mentors with com-
puterized instruction—and deprives them of their
essentially human character and consequently de-
prives us of meaningful opportunities for emotional,
spiritnal, and social growth. The influence of
Continental philosophers, including Edmund Husserl
and Emmanuel Levinas, is more apparent here than
in previously mentioned areas where Anglo-
American, analytical thought tends to dominate.

Metaethics of Computer and

Information Technology

Many philosophers leading the inquiry of ethics and
information technology have raised questions about
the nature of the inquiry itself, asking whether
anything is unique, or uniquely interesting, about
the moral and political issues raised by information
technology. The continuum of responses is fairly
clear, from a view that nothing is philosophically
unique about the issues to the view that settings and
capacities generated by computer and information
technologies are so novel and so distinctive that they
demand new theoretical approaches to ethics. The
more conservative approaches assumne that we can
reduce the problems in computer ethics (for ex-
ample, any of those mentioned earlier) to the
more familiar terms of ethics and applied ethics, gen-
erally. From there the problems are accessible to stan-
dard ethical theories. For example, although
transmitting computer viruses is a novel phenom-
enon, after we cast it as simply a new form of harm-
ing others’ property, it can be treated in those famnitiar
terms. Other philosophers, such as Luciano
Floridi, have suggested that because these technolo-
gies create new forms of agency or new loci of value



238 119 BERKSHIRE ERCYCLOPEDIA OF HUMAR-COMPUTER INTERACTION

itself, new ethical theories are required to resolve
~ problems. James Moor, in an essay entitled “What Is
‘Computer Ethics?,” offers something in between.
Computer ethics deserves attention because it raises
not only policy questions that are new (such as
“Should we allow computer prograrms to be privately
owned?”) but also novel conceptual questions about
the very nature of a cormputer program, whether
more like an idea, a process, or a piece of writing.
These conceptual puzzles, particularly acute in the
case of privacy, explain why we continue to struggle
10 resolve so many of the controversial questions that
privacy raises.

Computer Ethics as
Professional Ethics

Some contributors to the field of computer ethics
have seen its greatest potential as a guide for com-
puter scientists, engineers, and other experts in the
technologies of computing and information, thus
placing it in the general area of professional ethics.
Early proponents of this idea, Donald Gotterbarn
and Keith Miller, added their voices to those of so-
cially concerned computer scientists and engineers
who—starting with Norbert Wiener and Joseph
Weizenbaum, followed by Terry Winograd, Peter
Neumann, and Alan Borning—exhorted their col-
leagues to participate actively in steering social de-
liberation, decision, and investment toward socially,
politically, and morally positive ends and also to warn
of dangers and possible misuse of the powerful tech-
nologies of computation and information. In this
area, as in other areas of professional ethics, such
as legal and medical ethics, key questions included
the duties accruing to computer scientists and engi-
neers as a consequence of their specialized knowl-
edge and training. In the area of system reliability,
for example, computer engineers such as Nancy
Leveson have focused enormous energies to artic-
ulate the duty to produce, above all, safe systems,
particularly in life-critical areas.

Responding to calls for greater focus on pro-
fessional duties, at least two major professional or-
ganizations—the Association for Computing
Machinery and the Institute of Electrical Engineering

-and Electronics—have developed codes of profes-
sional ethics. Two issues remain controversial. One

issue deals with the nature and limits of professional
codes. The philosopher Michael Davis has provided
a thoughtful account of the role of codes of conduct
in encouraging ethical professional practice, in con-
trast to John Ladd, who has challenged the very pos-
sibility that professional codes of conduct can rightly
be thought of as codes of ethics. The other issue, spe-
cific to the professions within computer technolo-
gies, asks whether they are sufficiently sirnilar to
traditional professions of law and medicine to
warrant the label of “professions.”

Porous Borders

Although the philosophical community pursuing
inquiry into ethical implications of information
technology remains relatively small, its intellectual
borders are fluid. Since the decades of its emergence,
it has been enriched by developments in the liter-
atures and methods of neighboring fields. in turn,
many of the works produced within those fields have
been influenced by the work of ethicists. A few ex-
amples, where cross-disciplinary flow has been par-
ticularly active, bear mentioning. One exampie s
information law, which emerged into prominence
roughly a decade after philosophical issues of pri-
vacy, intellectual property, free speech, and gover-
nance spurred many of its core works by legal
scholars such as Lawrence Lessig, Yochai Benkler,
James Boyle, Pamela Samuelson, Jerry Kang, and
Niva Elkin-Koren. As a result of these works, philo-
sophical studies have paid greater attention to is-
sues of public values, the direct effects of policy
on values, and the meaning for society of key
court rulings.

A second prominent influence has come from
the areas of philosophy and social study of science
and technology where theoretical writings and
empirical studies of scholars such as Langdon
Winner, Albert Borgman, Bruno Latour, Wiebe
Bijker, Andrew Feenberg, and Donald MacKenzie
have inspired novel approaches to many of the
substantive issues of ethics and information tech-
nology. Ideas such as the social shaping of techni-
cal systems and the values embodied in system design



have focused philosophical attention on design
and development details of specific systems and de-
vices, opening a line of work that views the design
of systems and devices not as a given but rather as
a dependent variable. Although influenced by such
ideas, ethicists approach them with a different
goal, not only seeking to describe but also to evalu-
ate systems in terms of moral, political, and social
values. Philosophers who have pursued these lines
of inquiry include Deborah Johnson, Jeroen van den
Hoven, and Philip Brey, who has interpreted many
key works in social constructivism (an approach to
the social and humanistic study of technology that
cites social factors as the primary determinants of
technical development) for philosophical audiences
and developed a concept of disclosive ethics (a philo-
sophical approach which holds that system design
may “disclose” ethical implications).

Interest in design as a dependent variable has
also led to collaborations among philosophers, com-
puter scientists, and researchers and designers of
human-computer interfaces who have been inspired
by the complex interplay between computer systems
and human values. These collaborations are im-
portant test beds of the idea that a rich evaluation
of technology can benefit from simultaneous con-
sideration of several dimensions: not only techni-
cal design, for example, but also, ideally, empirical
effects on people and an understanding of the val-
ues involved. For example, Lucas Introna and Helen
Nissenbaum studied a search-engine design from
the point of view of social and political values. Their
study tried to achieve an in-depth grasp of the work-
ings of the search engine’s system, which they
evaluated in terms of fairness, equality of access to
the Web, and distribution of political power within
the new medium of the Web. Other researchers who
reach across disciplines include Jean Camp and
Lorrie Cranor, as well as Batya Friedman, Peter Kahn,
and Alan Borning, who have developed value-sen-
sitive design as a methadology for developing com-
puter systems that take multiple factors into
consideration.

Helen Nissenbaum

See also Law and HCI; Privacy; Value Sensitive Design
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Ethnography has several meanings. It means the
study and recording of human culture; it can also
mean the work produced as a result of that
study—a picture of a people. Today, however, some-
one interested in human-computer interaction {(HCI)



