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CHAPTER 10

Must Privacy Give Way to Use Regulation?

Helen Nissenbaum

Prologue

In “Big Data’s End Run Around Anonymity and Consent,”! Solon Barocas
and I demonstrated that two mainstays of privacy regulation were fatally
challenged by technical capabilities of datascience. It wasnot that consent
and anonymity no longer performed any useful function, butno longer could
we count on them for the critical functions they had previously performed —
consent as privacy’s gatekeeper, anonymity as a boundary for privacy’s re-
mit. Although we warned against confusing the means of protecting privacy,
namely, consentand anonymity, with privacy itself, understood as appropriate
flow, we realized that our article could lend force to a position steadily gather-
ing momentum in the academy, information industries, and public policy. The
positionis thatsince privacy, insofar as it restricts information collection, is
untenable, attention should focus instead on how informationis used. The
present chapter dissects this position—what it means and whether its world-
viewisinevitableinlightof datascience —and ultimately fndsitflawed.

Privacy Skeptics

In January 1999 Scott McNealy, then CEO of Sun Microsystems, brashly
threw down the gauntlet, saying, “You have zero privacy anyway. Get over
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itl”2 Repeated countless times since then, the statement hardly bore serious
consideration, partly because the conception of privacy McNealy presumed
was muddled and partly because while threatened, privacy is far from dead,
and continues to inspire defenders. Nevertheless, there was no denying the
popular appeal of this “bad-boy” stance, which has resurfaced in various
guisesand versions. David Brin’s popularbook Transparent Society (1998),%
another instance, asserts that privacy, in light of technological advancement,
isnolonger feasible, and is also no longer desirable. Instead, he supports total
transparency, arguing that this would advance the cause of weaker parties,
those captured in the webs of surveillance. With transparency, the weaker can
turn the tables on the stronger by holding them accountable for their actions.
Big dataand datascience hasyielded its ownbad-boy stance: forgetabout
restricting information collection; focus on restricting its uses instead.*

I'would have liked to dismiss these pronouncements either as fringe prov-
ocations or as venal ploys of the information sector, including obvious ben-
efciaries such as Google, Facebook, Amazon, and Twitter, and less publicly
visible actors such as Acxiom, IMS Health, and LexisNexis. Other commer-
cial actors, though not information product providers, telecommunications
companies, fnancial companies, insurance companies, media and publish-
ing companies, and, increasingly, retail merchants,’also stand to beneft from
reduced constraints on collection. Outside the commercial realm, too, many
actors eagerly collect, record, and hold on to data without restraint, including
governmental agencies, utilities companies, healthcare organizations, educa-
tional institutions, and a range of not-for-proft public interest organizations.
Unlike previous bad-boy stances, the contemporary position has captured
mainstream interest. A technological infrastructure designed to capture
data, theimperative of data-driven institutional bureaucracies, and a “horses
out the barn” stance all point to the futility of resistance.

This chapter argues that the push to deregulate collection is problematic
and possibly even dangerous. Before establishing this conclusion, however,
the frststepis to expose deep conceptual ambiguities in the position state-
ment and to establish terminological consistency.

Introducing Big Data Exceptionalism (BDE)

Itisashame one cannotrestan argumenton anecdotal observations, because
itwould then be possible to refer to the countless conference panels and pre-
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sentations atwhich speakers, withawaveofahand, relegate collection re-
strictions to the zone of theimpossible and characterize privacy as hopelessly
passé. The term I have coined for the claim that the regulation of collection—
no longer tenable in light of big data—must be ceded to the regulation of use
is big data exceptionalism, or BDE. More a convenient label than a precise
defnition, BDE refers to a class of generally similar claims, further explicated
throughout the rest of the chapter. Although written accounts are less nu-
merous than the anecdotal, those that exist provide a window into the posi-
tion and its variations.

Onesuchaccount canbe found in the report of the President’s Council
of Advisors on Science and Technology (PCAST), Big Data and Privacy: A
Technological Perspective, which asserts that

policy attention should focus more on the actual uses of big data and
less onits collection and analysis. By actual uses, we mean the spe-
cifc events where something happens that can cause an adverse con-
sequence or harm to an individual or class of individuals. In the
context of big data, these events (“uses”) are almost always actions of
acomputer program or app interacting either with the raw data or
with the fruits of analysis of those data. In this formulation, itisnot
the data themselves that cause the harm nor the program itself (ab-
sentany data), butthe confluence of the two. These “use” events (in
commerce, by government, or by individuals) embody the necessary
specifcity tobethesubjectofregulation. By contrast, PCASTjudges
that policies focused on the regulation of data collection, storage, reten-
tion, a priori limitations on applications, and analysis (absent identifable
actual uses of the data or products of analysis) are unlikely to yield
effective strategies for improving privacy. Such policies would be un-
likely to scale over time, or be enforceable by other than severe and
economically damaging measures.®

In another account, Michael Seemann offers a different rationale: “So in-
stead of trying to defend privacy against surveillance, we should be fghting
institutionalized punishment. Authoritarian border controls, racist police co-
horts, homophobicsocial structures, inequality in health and welfare sys-
tems, and institutional discrimination are the true danger zones in terms of
surveillance. Aboveall, the stateitself, with its monopoly on force and its
sweeping claimstoregulatory authority, is the source of most of the threat
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scenarios thatdojeopardize freedom by way of surveillance.””He agrees with
JaneYakowitzthatprivacyisselfshas“opendataisamajorsourceofsocial
Welfare.”SAccording to Seemann, new capabilities call for a new orientation
toward data regulation: “In the Old Game, it was often purposeful to enforce
data controlin order to limit existing powers. ... Privacy was intended to
shield civilians from the controlexerted by institutions. In the New Game,
however, this approach no longer works, and in fact, it may produce exactly
the opposite effects. . . . Data protection requirements give platforms reason
to shut themselves off, limiting their interoperability, and reinforcing lock-
ineffects.”’He continues, “So instead of demanding more privacy, we should
convince platform operators to openup their data. Because themore open
thedatabecomes,and themorequeries canbeapplied toit, theeasieritwill
be to fence in the power of platforms.”*°

One of the clearest expressions is found in an essay by Craig Mundie, se-
nior advisor to the CEO and former chief research and strategy officer of
Microsoft:

Today, the widespread and perpetual collection and storage of per-
sonaldatahavebecomepracticallyinevitable. Every day, peopleknow-
ingly provide enormous amounts of data to a wide array of
organizations, including government agencies, Internet service pro-
viders, telecommunications companies, and fnancial frms. Such
organizations—and many other kinds, as well —also obtain massive
quantities of data through “passive” collection, when people provide
dataintheactofdoingsomethingelse:forexample, by simply mov-
ing from one place to another while carrying a GPS-enabled cell
phone. Indeed, there is hardly any part of one’s life that does not emit
some sort of “data exhaust” as abyproduct. And it has become virtu-
ally impossible for someone to know exactly how much of his data is
out there or where it is stored. Meanwhile, ever more powerful pro-
cessors and servers have made it possible to analyze all this data and
to generate new insights and inferences about individual preferences
and behavior.

Thisisthereality oftheeraof “bigdata,” whichhasrendered ob-
solete the current approach to protecting individual privacy and
civil liberties. Today’s laws and regulations focus largely on control-
ling the collection and retention of personal data, an approach that is
becoming impractical for individuals, while also potentially cutting
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off future uses of data that could beneft society. The time has come
for anew approach: shifting the focus from limiting the collection and
retention of data to controlling data at the most important point—
the moment when it isused.

Bert-Jaap Koops, an eminent EU legal scholar, addressing the question
“How can data protection meet the challenge of decisions increasingly being
takenonthebasis oflarge-scale, complex, and multi-purpose processes of
matching and mining enormous amounts of data?,” answers that “the focus
in data protection should shift from ex ante regulation of data processing to
expostregulationofdecision-making,” supporting “analternativeapproach,
one that focuses less on data minimisation, user control, and procedural
accountability, butinstead directs its arrows at the outcome of computation-
based decision making: the decision itself.”*?

Reporting on a series of international, regional discussions about pri-
vacy and big data, Viktor Mayer-Schonberger and Fred Cate observe that
“one of the most widely discussed alternatives was focusing more attention
onthe’use’ of personalinformationratherthanonits’collection,’ given the
increasingly pervasive nature of data collection and surveillance, inexpen-
sive data storage and sharing, and the development of valuable new uses for
personal data.”"® Although constraints on collection may be necessary in
exceptional cases, the focus should be on clarifying what “use” covers, and
what outcomes should be considered when analyzing the associated costs
and benefts.

Finally,in “Big Datafor All: Privacy and User Controlin the Age of An-
alytics,” Omer Tene and Jules Polonetsky call for a retrenchment of data min-
imization, a pillar of privacy regulation that restricts collection and
retention of data based on expressed purposes. They observe, “The big data
business modelis antithetical to data minimization. Itincentivizes collec-
tionof moredataforlongerperiodsoftime.Itisaimed precisely atthoseun-
anticipated secondary uses, the ‘crown jewels’ of big data. After all, who
could haveanticipated that Bing search queries would be used to unearth
harmful druginteractions?” They continue, “Legal rules collide with techno-
logical and businessrealities. Organizations today collectand retain personal
data through multiple channels including the Internet, mobile, biological
and industrial sensors, video, e-mail, and social networking tools. Modern
organizations amass data collected directly from individuals or third parties,
and they harvest private, semi-public (e.g., Facebook), or public (e.g., the
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electoral roll) sources. Data minimization is simply no longer the market
norm.”™

The common thread running through each of these statements seems to
be thatregulatory effort should attend to data use rather than data collec-
tion, in light of big data. What they really mean, however, is impossible to
establishbeforeunraveling terminologicalambiguitiesand incompatiblesup-

porting arguments.

Ambiguities: Privacy

One source of ambiguity is the conception of privacy underlying different
accounts of BDE. In Michael Seemann’s “big data world order,” for instance,
privacy, taken to mean the suppression of data, does notempower individu-
als but entrenches the powers of overbearing governmentand commercial
actors. Pitting big data’s benefts against privacy, Seemann implies that we
canhavebigdata or privacy butnotboth; we musthavebig data, ergo, no
privacy. In contrast, other proponents of BDE see no direct conflict with pri-
vacy. They seem ready to say, “If we really want to protect privacy, we must
protect against harmful uses of information (not against collection).” These
accountsdonotjointhe chorus —eitherprivacy orbig data, butnotboth —
buturge changes in how we think about privacy protectioninlight of big data.
These proponents of big data exceptionalism often identify privacy pro-
tectionwith compliance with FairInformationPractices (FIPs)intheinflu-
ential OECD Privacy Principles, including Collection Limitation, Data
Quality, Purpose Specifcation, Use Limitation, Safeguards, Openness, Indi-
vidual Participation, and Accountability. Like international experts, such as
Bert-Jaap Koops, who are troubled by the incongruity of big data practices with
traditional FIPs principles,'® some have suggested revised formulations of FIPs.
Theserevised formulationswould qualify orrelax one ormoreof the principles,
such as those requiring advance specifcation of purpose and fne-grained
informed consent, for any departures from specifed purpose.Relaxing tra-
ditional formulations so asnotto obstruct machinations of big data, they sug-
gestflling the gaps with strategic cost-beneftanalyses tojustify noncompliant
uses. In sections that follow, I challenge this approach.
In my own view, when considering the triad — privacy, FIPs, big data—I
will say only that “something’s gotta give,” and that “something” is FIPs. As
an alternative, the theory of contextual integrity (CI) offers a less brittle con-
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ception of privacy in the face of challenges from big data.léAccording toit,
privacy is about the appropriate flow of personal information, not, as other
theories assert, control or secrecy. Flow is appropriate when it complies with
expectations, thatis, with social, informational norms specifc to contexts
(e.g., education, healthcare, political citizenship, home life, etc.). Contextual
informational norms (also called privacy norms) prescribe flows of certain
types of information from senders to recipients, about data subjects (acting
in context-defned capacities), under certain constraints, called “transmis-
sion principles.” Thus, when a patient shares health information with his or
her physician in confidence, the transmission principle is confdentiality, and
when police seek incriminating evidence in a suspect’s home with a warrant,
with-a-warrant is the transmission principle. Whereas FIPs-based accounts
typically hold informed choice to be necessary and sufficient for privacy (ex-
cept, arguably, in the few areas covered by statutory protections), CI consid-
ers it to be merely one among countless transmission principles.”” Unlike
conceptions of privacy grounded in FIPs, CI need not always require ex ante
consentfrom the data subject, butinstead may impose substantive constraints
on illegitimate information flows.

Contextual integrity is upheld when information practices comply with
informational norms. Norm transgressions are not necessarily condemned
butinstead are flagged for further analysis. This applies to countless disrup-
tions resulting from deployments of computational and digital systems that
shift what information is disseminated to which recipients under what
constraints. A presumption favoring norm compliance inevitably triggers
questions about why entrenched practices deserve to be favored in this way,
whether through law or any other regulatory modality.lSTo this, CI answers
that entrenched practices are likely to reflect a settled accommodation of in-
terests and unlikely to infringe on conspicuously ethical and political values
(e.g., autonomy, fairness, social justice, security), and may be well calibrated
with contextual ends and purposes. If, however, disruptive flowsimprove on
entrenched flowsin these ways, they may legitimately replace them.

Takingprivacy tomean contextual integrity, collection refers to the class
of flows ofinformationemanating from datasubjectsinto thehands of col-
lecting agents, or recipients. Ascertaining whether collection respects privacy
means assessing its compliance with preexisting informational norms, or,
wherenot, evaluatingitsimpactonrelevantinterests, ethical and political
values, and contextual purposes and values. As such, privacy as contextual
integrity rejects BDE’sblanketassertion that this particular class of flows does
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not warrant regulation, irrespective of the values of parameters—subject,
sender, recipient, information type, and transmission principle. In return,
BDE proponents reject CI's assertion that collection itself can be assessed as
acceptableorunacceptable, holding thatcarefully regulating datausageissuf-
fcient. Whether the BDE challenge holds up to scrutiny is the crux of this
chapter; the frst obstacle to characterizing the substantive meaning of BDE,
however, is locating a coherent conceptual line between collection and use.
As shown below, this goal is virtually unattainable.

What Is Collection? What Is Use?

A clear understanding of use and collection is critical; otherwise, the funda-
mental thesis —that only use and not collection should be regulated —eludes
comprehension, let alone evaluation. Despite confdently urging differential
treatment, proponents have remained silent on the precise meanings of these
central concepts, and weareleft to surmise them from commonusage and
intuition.

You may be thinking that not much rides on sharp lines. After all, count-
less distinctions drawn with natural language concepts have supported eth-
ical, political, and practical deliberations, despite their fuzzy borders. These
cases work, it seems, because typical instances are clear, while rare or excep-
tional casesfallingattheborderneed notundercuttheutility of thedistinc-
tions. Theoretical jargon may offer greater precision, butrich concepts drawn
from natural language can spike imagination and have a broader appeal. It
may appear that the case of collection and use fts this model because intu-
ition is strong in certain instances, such as online merchants collecting in-
formation from consumers when they complete online order forms and using
information about consumers’ purchases when recommending items of in-
terest to them or delivering goods to consumers’ addresses. Unlike other po-
litically sensitive distinctions, however, the fuzzy boundary between use
and collection ensnares not just a mere handful of exceptional and rare cases,
which may be handled on a case-by-case, ad hoc basis.

Collection and use may once have ft the model of other politically useful
if fuzzy dichotomies with “use” implying consequential action, causation,
and agency and “collection” implying passivity, reaction, and amere garnering
of material lying about. The cultural implication of collection is one of
innocuous, often benefcial and legitimate “cleaning up” (e.g., garbage collec-
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tion, church collection). Use tendstobe ambiguousbecauseitcould imply
the harmful as readily as the benefcial. As such, collection can be left
alone while use is deserving of guidance and oversight.” With the emergence
of big data technologies, the borderline has become less defned, now cap-
turing a broad swath of vexing challenges, including practices that mark rad-
ical departures from the familiar.

Thestory of big data told by enthusiasticacademics, policy makers, ac-
tivists, and pundits centers on data science and technology and their unpre-
cedented deployment.’ They point to the confluence of mathematical
discovery and computational insights with feats of engineering, the existence
of global digitalnetworks that connect fxed and mobile devices, and alayered
software infrastructure with prodigious capacities to collect, amass, store,
and distribute data. Sheer bulk isbut one factor; anotheris the diversity of
input and data capture modalities. Increasingly sensitive and sophisticated
sensing apparatusrendersdigital whatitssensorsdetectand capture, thereby
making it available for quantitative and statistical analysis and networked
distribution. These novel data sources supply existing stockpiles drawn
from traditional data sources as well as from Internet mediated activity,
mobile phones, wearables, self-tracking devices (the so-called Internet of
Things)—generally, the ephemera of everyday life, which, through device
and platform conduits, are permanently imprinted as data. Dimensions of
experience and expression, affect, sound, text, image, video, type and
strength of relationships (social network graphs), biological characteristics
(“biometrics”), even “brain waves” indicative of thought patterns and sensa-
tions, to name a few things that are grist for the data mill —are datafied, a
term invented to label the transformation of phenomena into collectable and
usable data.”!

Techniques for creating databases, preparing data, extracting knowledge
and utility from data (even unstructured data), seeing complex patterns, and
rendering models through statistical analysis and machine learning are co-
alescing in the disciplinary feld of data science. Its quest to make sense of
data, to draw insight and meaning, to produce new data from data already at
hand, reveals a codependency between data analytics and data accrual. This
point, which may be obvious to experts, is revelatory for nonexperts (such as
myself) and worth emphasizing. Enhanced capacities to create, capture, and
collectdatameannotonly thatwehave more data with which towork, but
also that accrual can transform insignifcant data, already at-hand, into data
that counts, thatinforms and provides insight. With increased scale, density,
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and diversity, previously sparse data on, say, rare diseases, meet statistically
signifcant thresholds. The click or motion of a mouse takes on meaning when
set against other data felds or combined with clicks and motions from dense
population data sets. Against the noisy backdrop of normal communication,
we may discern a dangerous plot; against learning patterns of whole popula-
tions, we may identify those more and less efficacious. In short, extracting
meaning from dataisnotadditive; or,according toawell-wornsaying, ac-
crual makes the whole more than the sum of parts.

Evenifno one cansingle out a radical discontinuity, quantum leap, or
scientifc revolution,” the convergence of factors seems to have spawned an
epistemological paradigm shift that construes data as knowledge itself.”
Whether the data supports our hunches, hypotheses, and theories or sur-
prises and vexes us with results that are counterintuitive and unanticipated,
ithas, formany, become the primary reference point of knowledge.24

In the sections that follow, we see how the paradigm of big data expands
the fuzzy boundary between use and collection, yielding troubling ambigu-
ity in the very meaning of BDE.

Minimalist, Maximalist, and In Between

A minimalist notion of collection covers only the initial capture by a collect-
ing agent (e.g., data processor, data controller, data recipient, frst party, etc.)
of data®asitleavesitsimpression on a given medium; any processing be-
yond themomentofuptakecountsasuse. Thesimplicity of thisdefnitionis
misleading, however,and notonly because of conceptual perilslurking within
it. Rather, itisundone when considering how to apply it, presumably, to quite
clear cases, such as information registered in an online form, mouse-click
records, images captured on surveillance cameras, and even the digital ex-
haust (sometimes called “metadata”) such as temporal data, geolocation, and
more, to which Craig Mundierefers.

Recent critical scholarship on big data® rightly resists the idea of data as
a raw resource lying about awaiting collection. Unlike a raw resource, data
does not preexist our collection of it, a shapeless thing until hewn into some-
thing useful for humanity.”lnstead, theactof collecting, whether registering,
logging, recording, acquiring, observing, sensing, or documenting, involves
more. A foot leaves an impression in damp beach sand, but we would hardly
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say that the sand “collects” the footprint. Wishing to dispel this myth of data
being merely collected, critical scholars have sought to replace the notion of
data gathered as a raw resource with data constructed or created from the
signals of countless technical devices and systems (cameras, sensors, receiv-
ers, servers, networks, etc.). For the impression in sand to be interesting and
worth fghting for, it must be conceived as a footprint, perhaps even a human
footprint, amale footprint; and in so conceiving, the datais created. Simi-
larly, data is interesting and worth fghting for once it has acquired meaning,
whether this meaning comes from context of collection, assignment of la-
bels, categorization, interpretation, scientifc discovery (e.g., geospatial co-
ordinates), or merely how itis conceived in natural language.28

Itis plain to see, in the cases mentioned earlier, differences between mere
impressions and data: amouse click is a digital pulse, but as data it could
be the placementof ashoe order,an acknowledgmentof terms of service, a
place marker in a document, or expressed interest in a particular online ad.
Similarly, a pattern of pixelsisanimage of a suspect on video surveillance
footage; a word or phrase is a web search term or an element in a letter, email,
ornovel;atimed series of location coordinates recorded by a GPS deviceis
the route driven from home to work. To fully capture the layered complexity
of data interpretation and classifcation, a single paragraph is clearly insuffi-
cient. Nevertheless, to sustain momentum with the central argument, we
must leave this task undone, merely acknowledging the considerable interpre-
tive labor that goes into assigning meaning to pixels, clusters of pixels, and
their assemblage before fnally, forexample, identifyingitas theimage of a
human face —and even more so when this image is recognized as the face of a
particular, identifed individual.

If aminimalist defnition of collection assumes no more than that data
collected is interpreted or labeled, questions remain about how to character-
izetheholding of data— thatis, storing it, eitherin the long or short term —
and about processing that may be necessary to make this happen. If storage
is classifed notasatype of collectionbuta type of use, it willbe snagged in
anetofregulation. Although the collection minimalist might be willing to
bitethebullet, theresurely are BDE proponents whowould balk atliberat-
ing collected data from regulation only to see these freedoms dissipate as they
are granted only to fleeting ephemera with no staying power. They would pre-
fertosee data storage remain within the realms of unregulated collection,
(obviously) along with practices required for the creation and management
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of databases (relational ornonrelational). Moreover, as anyone with overstuffed,
untidy closets knows, it is no use storing data unless it is organized, tagged,
labeled, structured, and available for systematic querying. Finally, who is
to say where one database ends and another begins? With storage included
within thescope of collection, it seemsinevitable that concatenation of da-
tabases, whether real or virtual (as the ability to query across distributed
databases), would come along for the ride. This inclusive conception of col-
lectionis compatible with the defnition proffered by Jorisvan Hoboken.In
his insightful comparative analysis of U.S. and EU perspectives on the
collection-use distinction, van Hoboken suggests that proponents of collec-
tion deregulation mean to cover all activities that provide “access to or con-
trol over (personal) data for any potential use.”?

Beyond datastorage, two furtheraccess practices bear consideration. One
isanalysis; the other, flow. Although the former, “dataanalytics,” may ap-
pear tobe anew phenomenon, in fact, itisa descendent of a 1980s practice
known as “computer matching” —the ability to triangulate records across
multiple databases.** Almost quaint when compared with the sophisticated
present-day techniques of data mining, predictive analytics, and machine
learning conducted over vast repositories of aggregated data and distributed
databases, computer matching was sufficiently worrying thatit provoked the
passage of the 1988 Computer Matching and Privacy Protection Act. Setting
aside ethical and political questions about matching and analytics, we mark
asan open question whether inferring new information from data previously
collected counts as collection or use. Here, too, the answer—not obvious—
would have ramifcations for the scope and power of BDE.

Information flow, or dissemination, raises similar questions. Beyond the
dyad, collector, and subject, flow involves other parties—intermediaries —
beyond theinitial collecting agent. Itisno secret that data flows prodigiously;
itis disclosed, distributed, shared, and disseminated. It flows under a host of
transmission principles—sold, bought, freely given, exchanged, required by
law, or, one supposes, even stolen. The information landscape is teaming
with parties to this flow — frst, second, third partiesand soon—including
information service providers, ad networks, analytics companies, publichealth
authorities, insurance companies, data brokers, government agencies, and
many more. Should flow of data from one party to another be understood as
collection or use? Although a collection minimalist would surely say flow
is use, there is a coherent, contrasting collection maximalism that would
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incorporate flow into collection, as well as all the other steps discussed
above.

Drawing the Line

Drawing aline between collection and use is important because it defnes the
scope of BDE. Although some fuzziness attheborderisinevitable, the dis-
tance betweenintuitively clear cases of collection on the onehand and use
on the other leaves BDE indeterminate in a broad spectrum of contemporary
data practices, including many of the most important and controversial. As
noted previously, these range from initial impression (or uptake), creation (or
interpretation, conceptualization), assembly, storage in databases (or reposi-
tories), structuring (or organization), indexing, and query access, to analysis
(orso-called dataanalytics)and flow, to partiesbeyond thefrst.Icharacter-
ized collection minimalism as a position that categorized only the frsttwo
as collection, and collection maximalism as covering them all. The balance,
in respective cases, would count as use. For the maximalist, this is reserved
forintuitive cases, suchasdeliveringapackagetoagivenaddressordeny-
ing a loan because of an applicant’s unemployment status.*!
Nowrittenaccountsof BDE thatIhaveencountered, exceptthe PCAST
report, haveclarifed, letalone defned, the key terms collection and use. The
PCAST reportbelongs in the minimalist camp, asit considers everything
from storage onward as use, and consequently, subject to regulation. For pur-
poses of this chapter, however, instead of preemptively declaring a line and
proceeding with an evaluation of BDE, [ have devised two criteria for assess-
ing where a line might be drawn in the hierarchy from impression to analyt-
ics and flow, how the placement of the line affects what BDE is, and the extent
towhich BDE disruptsnormative expectations. One criterionis whethera
given placementachievesasufficientdeparture frombusiness-as-usual to ex-
plaintheearnestefforts of BDE proponentsonitsbehalf. A corollaryis that
the greater the extent to which a defnition of collection satisfes this crite-
rion, the more likely is BDE to vex privacy efforts. The second criterion is co-
herence. By this Imean whether aline that categorizes certain practices as
collection and others as use is internally consistent and nonarbitrary. As we
move through the practices identifed in the hierarchy we consider how they
affect the scope of BDE, and its challenges, according to the two criteria.
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Arguably, the least controversial disruptive version of BDE is one that as-
sumes collection to include only the initial uptake when data is captured as
an impression on a variety of media. Until such impressions are given mean-
ing, conceptualized inaccordance with a given ontology, understood against
abackground context allowing, for example, the association of a digital blip
withaparticular person, they are unlikely toexcite proponentsof BDE. Al-
though the placement of meaning-giving, interpretive activity, labeling, and
classifcation outside the concept of collection would raise fewer privacy con-
cerns (perhaps none), it would yield a barely interesting BDE. I will assume,
therefore, that even those BDE proponents we have called minimalists, who
give narrow berth to collection, would include in collection the processing
of digital input that results in the ascription of meaning to it.

But what is collection without storage? Extinguishing restrictions that
could staunch the lifeblood of big data, as do ex-ante commitments to explicit
purposes and consent,is a small victory for BDE without the ability to record
and store data for future access; and what is mere storage unless it involves
order, organization, classifcation, and a means of fnding, extracting, que-
rying? Some might think this is a good place to draw the boundary between
collection and use. Once datais organized to allow for access and query, how-
ever, analytics—processing, extraction, inference, the generation of new in-
formation —is but a small conceptual step away. If we allow collection to
include processing for storage and access, then there seems to be no inde-
pendentbasis for deciding thatanalyticsis data use, and subject toregula-
tion. On grounds of the second, the coherence criterion, it falls within the
scope of BDE.

If, fnally, we suggest that anatural place to draw aline between collec-
tion and use is at this point, including analytics but excluding flow, it may be
that we will have taken one step too far down the slippery slope and run afoul
of the coherence criterion. Why? Processes covered under thelabel of ana-
lytics include discovery of new information from information at hand. Said
another way, this involves collection of data not directly from data subjects
themselves (either from them or generated by them through their activities).
From the data collector’s perspective, receiving data from a third party is sim-
ilar to inference because, likewise, it constitutes collection not directly from
data subjects. The coherence criterion would impel us to treat the two alike.
Butif we are to bless analytics and flow with deregulation, the slippery slope
transportsustodatabrokers, whose practices of gatheringand supplying data
from and to others (governments and commercial frst-party collectors alike)



Must Privacy Give Way to Use Regulation? 269

would, accordingly, earn freedom from regulation. This conclusion, thatdata
broker practices elude regulation under BDE, might stir queasiness among
even the most enthusiasticproponents.

The mistake, in my view, originates with setting too much store by the
question of whether data is collected directly from a subject or not. Consider,
forexample, an exchange of email over Google’s Gmail. When someone sends
me information via email, we may describe this transaction as one in which
I have collected this information. The fact that the transmission is mediated
vianetworknodes and ultimately a Gmail server beforelanding inmy account
doesnot make me a third party to it. Something about the intention of the
originator, the sender of the email, is more relevant to whois the frst party
collector than the service intermediary, which happens to relay the informa-
tion. For similar reasons, I would argue, the common practice of large infor-
mation corporations gobbling smaller ones, and each other (e.g., Google and
Waze, Facebook and Instagram, Microsoft and LinkedIn, and countless
others), oughtnot, by itself, allow for deregulation of flow that priortoac-
quisition was subject toregulation.®

Finally, since BDE proponents tout the promise of vast caches of data,
such as health-related data from primary (i.e. data subjects) and secondary
sources,itwould notmakesense toinviteregulation for the formerbutnot
the latter. Van Hoboken’s defnition of collection, focusing on the capacity
toaccessdatafor processing, likewise doesnotdistinguish between collection
from subject and from other sources. Although it may be worth considering
asymmetric regulation for outward flow (i.e. dissemination) versus inward
flow (i.e. collection), this idea will not be further developed, here.

Tosummarize: we have demonstrated how the defnitions of collection
and use markedly affect the scope of BDE, and by implication, determine how
radical its departure from present-day practices is. A minimalist account of
collection marks aminimal departure, leaving a critical range of practices
within the purview of regulation; this conservatism offers solace to some, but
giveslittle leeway to proponents of BDE. The maximalist, by opening the door
wide to the full range of data practices typically associated with big data, does
nothold any of the partiestoaccountforany of these practices, exceptatthe
moment when lives are directly affected — the individual is or is not stopped
attheborder, doesordoesnotgetthejob offer,themortgage, medicalinsur-
ance, or ads forahigh-payingjob.**No limits placed on what, how, orhow
muchdataiscollected, orhowlongitisstored, howitisstored, and whereit
travelsmay make BDE proponentshappy, butitraises grave privacy concerns.
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Where one draws the use-collection line, similarly, is signifcant for most con-
ceptions of privacy; understood as contextual integrity, it challenges the ex-
pectations of appropriate flow.More paths of flow escaping regulation means
fewer paths subject to normative constraints, and a radical weakening of pri-
vacy. The remainder of this chapter will argue that even if BDE reveals con-
sent to be a flawed gatekeeper, it does not justify wholesale surrender of
accountability or answerability for all collection.

Inordertoproceed with evaluation, itisnecessary tospecify meanings
ofuseand collectionwithoutthebeneftofvalidationby BDE proponentsbut
in ways that stay true to their key thesis. Collection will cover uptake and
classifcation; thatis, the creation of data. It will extend to assembly of data
into organized, systematically accessible repositories, or databases, and also
cover retention and processing; thatis, analysis and inference. Although Isee
noway todraw anonarbitrary linebetween these and flow, I willnot press
for a defense of these practices from defenders of BDE.

Big Data Exceptionalism: Descriptive or Normative

Clearing the defnitional hurdle still leaves open questions about BDE itself,
whether it stands as a factual (i.e., descriptive) assertion or a normative pre-
scription. According to the frst, it is impossible to apply privacy regulation to
collection; according to the second, it is undesirable or wrong. Although
they arenot mutually exclusive— Craig Mundie, forexample, defendsboth —
they warrant separate consideration because they rely on different argu-
ments and callfor different responses.

Descriptive BDE: Impossibility

When proponents say, “Forget about regulating collection; it is impossible!,”
wemay rightly wonder what they meanby collection, regulation, and im-
possible. Wehave already seen that plausible variation in the meaning of
collection signifcantly affects the scope of BDE. Butitis worthwhile prob-
ing the meanings of regulation and impossibility, too.

Regarding regulation, there is some irony: it seems the stronger one’s
commitment to the synonymy of FIPs with privacy, the morenatural the slide
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toBDE. Asalreadynoted, theburgeoningarray of datasourcesintegrated
into big data machinations presents a dilemma: embrace the promise of these
technologies and practices knowing that core FIPs principles such as use lim-
itationand informed consentmustbe compromised, orinsiston fairinfor-
mation practice principles (FIPPs) and forgo the technologies. Even before
the passion for big data took hold, online tracking —arguably, a precursor—
revealed fault lines in FIPPs-based regulation, which has been operational-
ized, ubiquitously, with so-called privacy notices, requiring ostensible
consent. Researchers, academics, regulators, and even nonexpert users are
well aware of the inefficacy, even failure, of this approach.35 In short, FIPPs
are incompatible with big data because the potential insights from data can-
notbe anticipated until after enough of the data has been collected —chicken
andegg.Inresponse, proponentsof BDEhaveembraced thefrsthornofthe
dilemma.

The dilemma, however, could be an artifact of FIPPs-based collection reg-
ulation and regulation gemerally.36 Following contextual integrity, the sub-
stantive regulation of data flow (including collection as one form of flow)
offersan alternative that doesnot demand specifcation of purpose to data
subjects as a condition of each instance of data collection.”’ Contextual in-
tegrity is not completely immune from the requirement of teleological justi-
fcation, specifcally, in terms of stakeholder interests, ethical and political
rights and values, and contextual ends and purposes, but these deliberations
occur as a matter of societal policy and not in a pairwise transaction rele-
gated to data subjects. This still holds collectors to account and thus will not
satisfy those who insist on no restriction on collection whatsoever.

Regarding impossibility, what could BDE proponentsmean when they say
collection cannot be regulated in either of the senses of regulation? Three
plausible alternatives come to mind, which, for the sake of convenience, I have
labeled technical, institutional, and prior rights, with the caveat that they
are not fully independent of one another.

Technical Impossibility: “It Cannot Be Helped!”

Digital impressions are created in the very functioning of the broad class of
technologies that provide computational power, communications networks,
and information services. Naive intuition might conceive of digital technol-
ogies as mere conduits for messages sent, calculations performed, information
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provided, transactions enabled, and the myriad other activities mediated by
information technologies, but instead these occur by the transmission of
copiesand imprints. This means thatall activity leavesbehind inexorable
traces; itis simply how the technology works. Datais collected because it must
be collected. For the swath of actors (many commercial) generally called data
intermediaries or information service providers, including Web, email, so-
cial networks, content (text, video, etc.) usage leaves digital marked trails.
A tweet creates content and a shocking trail of metadata far in excess of
this.®¥ The capture of these trails as data is a technological imperative; it is
irresistible.

If BDE is allowed only these observations about irresistible collection, its
minimal scope is unlikely to excite proponents, per our discussion in the pre-
vious section. Higher value collecting, including interpretation, storage, and
analysis, requires the development of complex systems comprising hardware
and software, whose architecture and design is far from inevitable. Capture,
transformation, channeling, and pooling of dataimpressionsengages creativ-
ity, savvy, and scientifc doggedness, resulting in familiar contemporary
systems; the Internet is a prime example, Google’s search engine is another.
Each could have been different, could have yielded different data flows and
repositories. A case in point is the protocol regulating Web cookies: conten-
tious at the time, the “winning” protocol allowed third parties tomake an
end run around restrictions on websites being able to harvest cookies from
other sites. Had alternative protocols prevailed, we might have been spared
the great privacy disaster of cross-site tracking.

Itmay be that once system features are established, data creation and flow
isinevitable,aswhenacanalbedisdug, thedirectionof waterflowisinevi-
table. Those who claim their services cannotbut collect databecause they
have adopted a centralized architecture that affords capture and aggregation
of information flows across multiple users and services are hiding the con-
tingency of their system design.39 Even after they have been settled, techni-
cal properties are often malleable and reversible or, as in the case of
contemporary digital networks, allow intermediating layers that correct and
refne the actions of layers above and below.*’Such adjustments may allow
systems to hide or expose certain data, or to carefully channel its flow ac-
cording to fne-grained distinctionsamong recipients, attributes, and pur-
poses. Facebook may claim that it cannot but collect the metadata of its
WhatsApp service, but the design choices Signal has made enable not only



Must Privacy Give Way to Use Regulation? 273

encrypted messaging but a backend that maintains minimal metadata.*!
Denying such contingencies belies the carefully calibrated distinctions that
manage targeted advertising, meticulously channeling data streams to the
myriad enabling parties, pushing content, recording clicks, performinganaly-
sis, running real-time auctions, defning which parties are entitled to what
data, and so forth. There is nothing inevitable in this, and policy makers and
academics with limited technical savvy who may be unable to imagine
alternatives are mistaking unwillingness for impossibility.

Institutional Impossibility

To conclude that BDE is the only logical course given immutable techni-
cal propertiesreflects alimited grasp of design contingencies and a readi-
ness to take as given what, in fact, can be questioned. In the struggle over
property rights in digitized content, for example, when supposedly inherent
capabilities of digital systems threatened commercial interests, stakeholders
redoubled their efforts onboth technical and regulatory fronts.**In a sim-
ilar manner, the information industry may readily accept technology deter-
mineddataflowsinward, butresiststhemforoutward flow.Intheinstitutional
ecology thathassprungup around information and communications ser-
vices, companies that have realized the value of data aboutindividuals —
consumers, customers, users—have emerged as global powers. Incumbents
have resisted efforts to alter the technological rubric in unfavorable ways at
the same time they havesought to secure the political economy, nationally
and globally, that fostered their emergence and sustains their entrenchment
and growth.

Attempts to curtail data practices through privacy regulation, which
would signifcantly raise the cost of doing business and dampen potential
proft margins, have been rebuffed, and the struggle of incumbents to resist
regulation has been costly on regulators who are frequently poorer in both
resources and technological savvy. In a political economy that accords com-
paniesenormous power over their assets and that views data, even dataabout
individuals, as a company’s asset, the amalgamation of data holdings may
motivate mergers, purchases, and takeovers.? One could view these as stan-
dard instances of vertical integration of essential services.* Yet, these moves
allow companies to acquire personal data through strategic purchases that
may havebeen disallowed by privacy rules where the companies in question
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are separate entities. A rigorous account of these imbroglios involving global
information corporations, national governments, and public interest organ-
izations lies outside the purview of this chapter. Nevertheless, even an out-
sider’s view reveals a bleak picture of what political representatives and
regulatory bodies have been able to achieve in the name of their citizens’
privacy interests. When considering the national and global influence of
corporate forces arrayed in opposition, it is no surprise that commentators
see collection regulation as impossible, not as a hard fact of metaphysics but
as a consequence of institutional inertia—that is, intransigent key actors
creating institutional barriers resistant to regulatory efforts.

Institutional barriers, like technical ones, are surmountable when there
isarationaleand acollective willtodoso. Mere difficulty isnotnecessarily
areason to halt attempts; for example, we have not ceased in our quest to
staunch the flow of narcotics in the United States, and fnancial markets re-
quire relentless vigilance and oversight, which is costly to all members of so-
ciety, and yet we persist. Furthermore, in times past, we have successfully
regulated data intermediaries, imposing limits on what telecommunications
providers (“common carriers”) can record and share with third parties. Data
may want to be free and, like low-hanging fruit, may entice collection, but
the National Security Agency (NSA), the Internal Revenue Service (IRS),
Google, Facebook, Diebold, and others—even with the integrity of national
elections at stake—have utilized technology and regulation to enclose data
they consider theirs.

Conflicting Rights and Values

According to this argument, constraints on collection conflict with ethical
values and political rights to which liberal democracies are committed as
matters of Constitutional principle, explicit law, or both. Citing national se-
curity, intellectual property, free speech, and associated intellectual free-
doms,* this theme has recurred in public debates and signifcant milestones
involving privacy, such as the 1890s landmark article by Warren and
Brandeis,* the 1960s proposal for a federal data center,* the 2000s rise of
social media, and the 2010s Snowden revelations. Digital rights management
systems (DRMs) and technological protection measures (TPMs) have moni-
tored usersin thename of intellectual property; governments have surveilled
populations in the name of safety and security;** databrokers have aggre-
gated dataand performed analyticsin thename of First Amendment rights.*
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Finally, overlapping with concernsraised above, having acquired data, organ-
izationsclaiming property rightsoveritmay cite theirrighttouseitattheir
discretion, including to analyze and sell the products of this analysis.

But If Collection Cannot Be Regulated, Can Use Be?

In David Brin's fantastical world, not unlike Michael Seemann’s postapoca-
lyptic state, citizens “get over” the death of privacy and cleverly opt for full
transparency to keep tabs on powerful governmental and commercial actors.
These visions contrast with the present situationin which we foolishly de-
mand secrecy, whichnotonly fails to protect us against these overbearing
actors who are able to obtain this information anyway but also allows these
actors to operate in obscurity. Assuming we share with these visions the be-
lief that publicand commercial incumbents will not forgo the lifeblood of
their wealth and power, and resign ourselves to theimpossibility of mean-
ingfully regulating data collection, itisunclear thatfaithin the corollary is
justifed.Ifthe powerswewishtocheckareabletoresisteffortstoconstrain
their data collection, surely they will resist with equal vigor and determina-
tion equivalent efforts to constrain their uses of data, should these, too,
prove tobe equally proftable, equal in serving will-to-power, and equally
surreptitious. In other words, there is little to support the wishful thinking
of those holding bad-boy views, or proponents of BDE, that use will be sus-
ceptible to regulation if collection is not.

Craig Mundie’s pragmatic vision for holding these actors accountable is
toenfold ortag datain metadataand construct systems of verifableidenti-
ties that will allow use restrictions to be expressed and monitored. I daresay,
with such mechanisms in place, the task of regulating collection, too, would
be greatly eased. Further, since such approaches impose costs and rely on the
cooperation of the very class of actors who have worked determinedly to
shake off meaningful restraints on collection (and thus far have succeeded),
anything short of direct regulation points away from success. Those whose
collection activities defy close monitoring and regulation are unlikely to of-
fer an easier target for use regulation. Here I do not refer primarily to, for
example, Russian mobsters seeking to evade discovery when setting up bot-
nets, but to mainstream actors seeking immunity from watchdog organ-
izations and public interest vigilantes. Using technological means such as
obfuscation, as well as legal means such as nondisclosure clauses, these
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mainstream actors have managed to obscure problematic information
flows. (Nowhere is this more evident than in the mobile domain.)

In sum, if the reason for giving up on collection restrictions is that the
barn door is open, the cat is out of the bag, then there is little reason to be-
lieve that regulation of use is likely to succeed.

Normative BDE: Foreclosure of Benefits

From what we learned in the prior section, if metaphysics, architecture, and
institutional obduracy make it impossible to regulate collection, then just as
surely, they will impede the regulation of use. Although this calls into ques-
tionkey premisesofadescriptiveaccountof BDE, itstill leaves openanor-
mative account, which asserts that it is undesirable, even wrong, to regulate
collection. The case doesnotreston theinability toregulate data collection
buton the legitimacy of so doing. Normative BDE’s underlying rationale,
embodied instatements cited earlier, forexample, isutilitarian: the poten-
tial of big datatodeliverbeneftstoindividuals and societiesis so great that
we darenot staunch its lifeblood. Imposing constraints on data collection
would foreclose the benefts of this promising enterprise, particularly since we
cannot tell, inadvance of collecting, what these mightbe. Harms that may
follow certain big data practices should be minimized by identifying and
regulating problematic uses.

As with descriptive BDE, the strength of supporting arguments depends
onboth premises, namely, (1)thatbenefts will be foreclosed through regu-
lation of collection, and (2) that harms can effectively be addressed through
the regulation of use. In this section I elaborate on these two premises; in
the following section I then evaluate them, concluding that at times, BDE pro-
ponents have misidentifed and overvalued the global beneft of unregulated
collection for big data systems and have missed and undervalued its costs.

The Benefits

Onwhat groundshavebig data championsasserted its unprecedented prom-
ise? To answer, they point to some already realized in multiple applications
and domains as evidence of more to come. Yet, if we are to take seriously one
ofthecoreideasbehind BDE, namely, thatone cannotsayinadvanceofcol-
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lection what the likely fndings will be, then the claims must, of necessity, be
general ones. A quick survey of the popularliteratureonbig dataand data
science reveals some of its dazzling feats: Web search patterns that reveal un-
anticipated drug interactionsand flu trends (later discredited);*' the ability
to detect fraud automatically from subtle credit card usage patterns; fndings
on the impact of sentiment manipulation in Facebook news feeds on the sen-
timent of ensuing user commemtary;52 personalized advertising; a winning
Major League Baseball team;*and Target fguring out which customers were
pregnant.54 There are laudable efforts in health, such as National Institutes
of Health (NIH) researchers turning to big data techniques to learn about
HIV infection and treatment efficacy;*in public utilities companies spur-
ring energy conservation through smarter energy grids; inIBM’s Watson
amassing health and lifestyle datatoreveal actionable correlations; and in
educational institutions employing virtual learning platforms (including
massive open online courses, or MOOCs) to draw insight about learning
styles.*These less dazzling butarguably moreimportantadvances have been
seen, and are foreseen, across the spectrum of social life, in fnance; public
health; public safety; medicine; national security; commerce; marketing; ro-
mantic love; employment; law; cultural creation; personalized, automated
information services; and more reliable recommendation and ranking
systems.”

Arecentwaveofinterestin machinelearning and artifcial intelligence
(Al)*®has publicized mind-boggling achievements accomplished by cleverly
exploiting vast data repositories —in machine translation, robotics, and com-
plex games, such as Go and chess. Although this chapter’s focusis on data
about people, the repositories yielding these important insights are drawn
from a wide range of sources and information types.

Ethics of Use

Generally, supporters acknowledge that this is a signifcant departure from
existing privacy regimes. Unlikeearlier “bad-boy” privacy skeptics, BDE pro-
ponents, generally, donot deny the important role strong privacy regulation
canand hasservedinaddressingahostof privacy orinformationalharms.
While acknowledging that BDE constitutes a signifcant departure, they hold
thatdirectly focusingonharmsresulting from uses ofinformation cansup-
plantprivacy regulation of collection, broadly construed, without foreclosing
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the benefts. With an awareness of the vulnerabilities exposed by stripping the
protective shield of privacy (as constraints on flow), the burden of concern
falls onjustifying uses of information. Whereas previously, privacy may have
dictated that a cost-beneft analysis support a given intention to collect in-
formation, BDE shifts a cost-beneft assessment to the point of use,allow-
ing such uses only if the assessment supports it.*®’
Insupportofthisthinking, anemergingfeld of dataethicshasattracted
interest not necessarily supporting BDE, but compatible with the idea that
data usebe the linchpin.®! Although many issues discussed in an already bur-
geoning literature are echoes of those aired in privacy scholarship, in the
context of big dataand Al, their reprise hasnew urgency and sometimes a
new twist. Social justice, to date, has been the most preoccupying: as deci-
sions affecting quality of life and even life itself in all social domains—
including workplace and employment, advertising and marketing, fnance
and healthcare, educationand politics —areincreasingly informed by big data
analytics, commentators point to error, unfair discrimination, historical prej-
udice, and inequitable allotment of resources and opportunities as potential
consequences of automated, algorithmic prediction and decision making.*?
Whether persons are stopped at the border; whether they are offered employ-
ment, acceptance at a prestigious university, an apartment, or favorable rates
for health and life insurance or a mortgage; what prices they are charged for
merchandise and what ads and offers they receive all comes down to the re-
sults of automated decision systems, which may be biased. Calls for account-
ability apply not only to data mining and analytics algorithms buteven to the
selectiondata, which cannotbe assumed tobe objectiveand impartial.®®
Threats to autonomy due to manipulation and exploitation constitute an-
other class of issues that have attracted attention. Since any information that
increasesaccuracy in clustering and prediction may be attractive to data hold-
ers, processors, and decision makers, people may have little clue about the
bases on which they are being judged. Thus, our fates may be sealed by pro-
cesses that are opaque (to us and even to the processors themselves) and ac-
cording to information we may deem irrelevant.** Models that emerge from
statistical learning may map well onto the training data and offer statistically
respectable predictions, but they may defy human sense-making and conse-
quently, human explanation.®Decisions affecting your prospects and well-
being, accordingly, may seem as arbitrary as the toss of a coin. Raising
questions about due process,* critics have urged transparency in the key op-
erations of automation, from an account of the data and algorithms to
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thresholds and criteria affecting the transition from fndings to practical
decision making. Fairness is certainly a factor, but autonomy is challenged
when seemingly arbitrary decisions interfere with our capacity to achieve
importantlife goals. Veering to the sinister, practices that critics such as Frank
Pasquale® have called attention to involve ferreting out information from
which particular vulnerabilities are inferred. Preying on these vulnerabili-
ties, which individuals may themselves be seeking to overcome, third par-
ties manipulate those individuals through behavioral advertising, targeted
marketing, and disadvantageous offersto which they arelikely toaccede,
thereby diminishing their autonomy.68 More directly, data ethicists antici-
pate oppressive working conditions in which employees’ performance and
work schedules are optimized for maximum business efficiency.*

Other harms from data uses include chilling effects—on speech and as-
sociation —as people grow aware that the friends we keep online, the opin-
ionsthatweand they post, and the searches we conductmay earmark usas
people of this or that type.70 Critics warn of threats to democracy from politi-
cal messages fnely targeted down to particular individuals and households.”
They warn of the flter bubbles engineered by recommender systems and per-
sonalized ranking algorithms.72

The question to which we turn in the next section is whether we can afford
to forgo restrictions on collection, confdently assuming that use regulation,
guided by data ethics, subject to cost-beneft scrutiny, will protect against
privacy and other harms.

Reality Check

Undoubtedly, there are new and good reasons, in light of big data, to recali-
brate contextual informational norms and forge new approaches to privacy
regulation. Contextual integrity allows for such reassessment, permitting
challengers to entrenched practices to replace them if they meet the norma-
tivecriteriaatleastas well, orideally, better —justly servinginterests, pro-
moting ethical and political values, and fostering contextual ends and
purposes. But BDE goes further. It wants to situate collection entirely out-
sidetheremitof politicalaccountability;itrecommendsablanketlifting of
constraints on data collection (as defned above) with the expressed faith that
we will be better off if we do and will suffer an opportunity cost if we donot,
and that we will be able to addressills by addressing ethical use.
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Iam skeptical. Inmy view, this path willleave data subjects vulnerable
to privacy harms and hard-fought political values vulnerable to erosion, with
noclearpathtocompensatorybenefts. TheevaluationIprovideinthissec-
tion does not challenge the logic of BDE; rather, it is informed by what I would
call “a dose of realism.” I say realism, not pragmatism, because while prag-
matists might agree that collection deregulation is wrong, they may believe
that resistance is futile and half-measures (i.e., use restrictions) are all we can
achieve. By contrast, I argue that deeply engrained realities of the informa-
tionand datalandscapebelie the well-meaning beliefs and assumptions mak-
ing up the justifcation for BDE. In this reality, it simply is not rational to
expect that unconstrained data collection will optimally serve societal needs
and values. Thus, even if one optimistically holds that we can regulate data
use reasonably well, the additional risks to data subjects of removing the
cushion of collection constraints are notjustifed. Finally, [ will argue that
evenif datause could effectively be regulated to minimize informational
harms, there are risks and harms inherent to collection itself that must be
directly addressed.

Who Is “We”?

BDE asserts that ex ante restrictions on collection are likely to inhibit the
tremendous benefts that big data promises to individuals and societies.
Becauseresults of algorithmiclearning are not knowable in advance (par-
ticularly with unsupervised learning) and may not even map easily onto
concepts that are natural or meaningful to humans, we cannot perform
cost-beneft analyses or require purposes to be specifed before data is col-
lected. Weneed the data frstin order to extract knowledge from it and be
guidedinactionsand decisions.So, as wehave seen, goes the argument.
Itissurprising thatthelogicofthisargumenthasnotbeenmoreaggres-
sively challenged, most glaringly for the shift in meaning of the crucial term
wein “Weshould not restrict, otherwise we have much to lose.””*Whereas
some of the cases we have cited, such as NIH researchers incorporating big
data in their studies of HIV infection and treatment’and public utilities
companies spurring energy conservation through smarter energy grids, a
sprinkling of reality dust reveals that all isnot as it is claimed to be.
Tobegin, the sources of the data deluge and the costliness and even fu-
tility of regulation are not predominantly patient health records and student
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records, or records from innumerable government databases, which in the
1960s had aroused great privacy fears. Yes, these traditional data stores con-
tribute tothe deluge, butthesourcesthathaveexcited BDE proponentsare
the emanations of technology-mediated behaviors, including intentional
activity (online purchases, searches, comments, ratings, etc.) and the data
exhaust created and captured alongside it, including social networks,
communications metadata, interest profles, and so on. The “we” surely re-
ferstoallofus, thedatasubjects. Whatofthe “we” whosebeneftsoughtnot
be foreclosed?

Itis worth noting that the bulk of this data is concentrated in the hands
of a few private, global, commercial entities. These include the familiar ones
with which we interact directly, such as Google, Apple, Twitter, LinkedIn,
Amazon, Netflix, and Facebook, and indirectly, in their capacities as plat-
forms, operating systems, and intermediaries.” Vast repositories are also
assembled by those withwhom wehavenotbeenaware of contact, suchas
analytics companies and data brokers like Acxiom. Others about whom we
think only rarely, including traditional telecommunications providers such
as Sprint and AT&T, Internet service providers such as Verizon, medical and
other insurance companies such as Medical Information Bureau and Aetna,
and fnancial institutions (such as banks and credit card providers), accu-
mulate vast data stores, sometimes because it is necessary for conducting
business, sometimesbecause dataretentionregulationrequiresit,and mostly
because in their functioning as platforms and intermediaries, data falls into
their possession and nothing prevents them from staking claims to it.”

In this reality, we the benefciaries are not one and the same as we the
people, the data subjects and those who represent our interests, exhorted to
accept deregulated collection. In reality, there are no assurances that open-
ing the floodgates and relieving these dominant data collectors of account-
ability will result in celebrated knowledge gains and decisional integrity in
service of the individual’s or, for that matter, the common good. Itis not that
itwillnotservethematall, only thatitis unlikely tobe the primary motiva-
tion. Insaying so, limputenoill will or evildoing on the part of these com-
panies; on the contrary, many of them have contributed greatly to quality of
life. It is merely that they are, understandably, driven by different imperatives—
businessand proft —and the datathey record and the questions they ask of
it are related (arguably, must be related) to these imperatives. The unthink-
ably large trove of Web use data is optimized for effective targeted advertis-
ing; for the massive accumulation of medical data accruing tomedical
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insurance companies for assessing premiums;”’ for studies Facebook under-
writeswithitsvaststock of networked datashaped by company interestssuch
as attracting advertising dollars and preventing defection to other services.”8
To be sure, individuals have also benefted and societal needs have been
served, but collaterally, notsystematically.”

These are best-case scenarios: legitimate, competent, largely well-meaning
companies producing useful services, sometimes contributing to knowledge
and underwriting decisions that happen to be important to the quality of in-
dividual lives and societal well-being. Although interests might align at
least partially, and benefts flow, thereisnothing to compel this. Utilitarian
thinkers, including economists, should also be asking about opportunity
costs—that is, not only whether there is beneft from unregulated collec-
tionbutalso whether the set-up is optimal. The question to ask is whether
greater benefts might accrue from a different arrangement of entitlements if
wewereallowed to frame the questions, where the “we” in question could
range over government representatives with citizens’ interest in mind, inde-
pendent academic researchers, and public interest organizations.*’ When
thereferentof “we” slips from one party to others, the distribution of win-
ners and losers may change, no matter what happens to overall gains and
losses. Asitstands, not only is much of this data outside the grasp of many
whomight want to putitto use for the public good, but the view into what
datathereisand whatthe collectors do withitis utterly blocked toallbuta
rarefed few,® and even they see only a highly circumscribed, measured
slice.® Trade secrecy and competitive business advantage routinely trump
public interest.®

In circumstances where interests of we the data collectors and we the data
subjects are more obviously misaligned, it is particularly important to scru-
tinize the rhetoric of benefts foreclosed. Online behavioral advertising, which
has depended on what is, effectively, unregulated online tracking, is a case
inpoint. Those endorsingitclaim that we are all better off whenads match
ourinterests. Although persuasive tolawmakers and regulators whohave of-
fered little resistance to data collection, online and off, within and across
platforms,84 these claims are inconsistent with surveys that repeatedly show
strong opposition toonlinesurveillance and targeting from those whoare
its subjects.® Undoubtedly there are benefciaries of the practice, but there is
little published evidence that the benefts are fairly distributed. Although this
isnot the place for a full-blown discussion of online, targeted advertising,
the case clearly illustrates how the interests of we the subjects of deregulated
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collection diverge from we whose benefts would be foreclosed were deregu-
lation resisted.

Tohold moral sway, it is insufficient to demonstrate that one set of stake-
holders benefts from deregulating collection; we must show common, non-
prejudicial beneft. One promising candidate is risk reduction. If a free hand
collecting data from and about people can convincingly be linked to reduced
risk and increased security for all against, for example, a terrorist attack, the
two“we” groupsseemtobealigned.Rigorously evaluating this claimrequires
strong empirical evidence, butequally importantly, the scope and logic of the
argumentshould besound. Contextualintegrity would require thatan analy-
sis specify all relevant parameters. Thus, whereas for some parties freedom
to collect certain ty pes of information, under certain constraints, mightbe
justifed, the same may not hold for other collecting parties. In the case of
the commercial actors we have been discussing, the evidence for overall risk
reduction from deregulated collection is simply not present. In fact, one
should remain astute to mere shifting of risk from one party to others, at
times, even in a zero-sum confguration—I reduce my risk by increasing
yours—masqueradingasreductionsin overall risk. Massive databreaches of-
tenreveal suchshiftingascompaniescollectand accruedatawithaneyeto
extracting forward value and reducing their own costs, while in the process
exposing individuals to greater risks.* One of the most spectacular of these
instances, announced in September 2016, was a massive breach that had
occurred two years earlier of databases held by Yahoo!, which compromised
records of an estimated fve hundred million customers containing user names,
log-in credentials, birth dates, and zip codes.*’ Todate, there appears tobe
norecoursein the law for exposure to risk for victims of such breaches.®

Anothertype of risk shifting occurs when companiesrelying on there-
sults of data analysis and profling are able to identify consumers from whom
to extract higher prices for their goods and services— thus lowering their risk
and increasing it for buyers.*Free reign on collection and analysis may place
individuals in adversarial relationships not only with companies (or govern-
ment agencies) but also with one another, as differentiation among individ-
uals, which is advantageous to companies, may unfairly disadvantage some
individuals over others. One person’s personalization and reduction of risk
may be another’s discrimination and exaggeration of risk, particularly in
competitive situations where resources are limited, such as admission to a
prestigious college, discriminatory pricing, and apartment rentals in desir-
ableurban neighborhoods. Probabilistic modeling inevitably means that
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some people will be misclassifed, not so much in error but as an inherent
property of such modeling.90 Here, too, this may mitigate risk for the data
collector but increase risk of wrongful treatment for the individual. Depend-
ing on where thresholds are set for false negatives and positives, data pro-
cessors may shift the risk of erroneous classifcation toward or away from
themselves. The selection of data felds, too, can affect which individuals are
blessed with a positive outcome and which a negative.” Cost-beneft analy-
ses on use alone will not successfully root out risk shifting unless this world —
not our world —includes political mechanisms to ensure impartial access to
data sets and democratic guidance on what questions are posed to data and
how emergent models areexploited.

Toconcludethissection, letus consider one of big data’srisk-reduction
success stories: credit card fraud detection. Thestory toldis thatovertime,
dogged collection of data has enabled credit card companies to detect anom-
alous card usage based on patterns of normal usage. Fortuitously, everyone
(both “we” groups)ishappy (except the fraudsters, to be sure). Why high-
lightthis case? Althoughitistrue thatmachinelearning overvastdatasets
isthe proximal agent of mutual beneft, the confluence of interests was due
inlarge measure to strategic legal regulation and the establishment of indus-
try standards®that assigned liability for losses due to fraud to credit card
issuers,nottoindividuals or merchants.Inservice of realism, itis critical to
recognize therole of legislation in aligning the interests of consumers and
credit card companies. In hindsight, this allocation of liability was even more
brilliant given that transaction data naturally accrues to these companies,
placing them in the best position to perform these analyses.

The case of credit card fraud is instructive because it steers away from
simple connections between unrestricted collection and mutual benefts.
Evenin this success story of big data, the win-win outcome is as much a prod-
uct of smart regulation. Data breach notifcation laws strive to a similar
achievementby tying the fate of data holders to data subjects. Todate, the
sting of notifcation seems not to be painful enough to moderate the accu-
mulation of data, whichin turn createshoneypots for destructive hackers,
mobsters, fraudsters, and theirilk, with ultimate risk shifted toindividual
data subjects.” This should give pause to those who believe that regulat-
inguseand misusealone will or canbe effectivein mitigating harmto data
subjects.

In the contemporary landscape, fair information practice principles may
not protect privacy, but one of the fundamental purposes behind them, lev-
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eling the playing feld for dataholders and data subjects, remains as vital now
as it was in the 1960s and 1970s.*Strategically imposing constraints on data
flows seeks to address enormous disparities of power and wealth and to sus-
tain differentiated societal roles and positions that are important for societal
integrity. We may not care to level the playing feld for everyone —criminals,
forexample —butforothers, themodulated collection and use of informa-
tion provides security for legitimate ends.

In sum, the key aim of this section is to challenge an implicit assump-
tionbehind thenormative version of BDE that warns againstex ante limits
on collection and the risk of foreclosing unanticipated discoveries based on
machine learning and other forms of data analytics over large, aggregated
data sets. The assumption is that we individuals should support unrestricted
collection in order for us collectively to reap the benefts. But scrutiny reveals
that the benefciaries are not the same as the contributors; moreover, those
controlling and processing big data, in reality, are not obliged to serve the
collectivegood, noraretheyrestrainedinusesthatmayevencauseundeserved
harm. In the present-day political economy of data and digital technology,
ordinary people—the data subjects —or those representing our interests
will never achieve insight and transparency into what data owners and pro-
cessors are doing. Aside from gross and obvious instances, it will be impos-
sible to regulate use for the variety of subtle harms against which privacy
norms, over thousands of years of social life, have evolved to guard.

We the NSA

Areader may agree with the fndings in the previous section but chalk up
the problem to misuse, not to deregulated collection. After all, the worrying
cases of risk shifting, unbalanced distribution of costs and benefts, and sub-
optimal extractionof value from dataare duetowrongfulusesand, except
for the case of data breaches, are only indirectly due to unfettered collection.
Such readers misunderstand the argument, which is to reverse the burden of
proof.Ifyouassertthatlhaveasocial obligation toallow unfettered collec-
tion, despite its infringement of privacy norms, you must demonstrate the
overwhelming social value of so doing. have shown the opposite: in the
present-day political economy and legal landscape there are few, if any, as-
surances that general social welfare will guide the extraction of value from
this data, or mitigate potential costs to data subjects. These observations
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undermine the BDE supporter’s opportunity-cost worries. Admitting that
the likely across-the-board benefts may be exaggerated undermines the
BDE supporters” opportunity-cost worries. More importantly, it raises the
bar forefficacious use regulation, because with less clear benefts, we need
greater assurances of minimal harm; this, given the existing landscape of
practice and policy, is impossible to provide.

Here, however, I want to go further. Even, hypothetically, allowing that
efficacious regulation of misuse were possible, I want to suggest that collec-
tion itself deserves scrutiny and restraint. To explore this proposition, let us
consider an equivalent confguration of means and ends where collection is
regulated, independently of whether the ultimate target is restraints on use.
I refer to one of the constitutional pillars of political democracy in the United
States, the Fourth Amendment of the Bill of Rights.95 Now, let us proceed with
a thought experiment: imagine that Fourth Amendment critics are advocat-
ing for its repeal on grounds that it unnecessarily obstructs law enforcement
andnationalsecurity. Leaving aside whethersucharguments could haveheld
swayin 1791, consider their strengthin the present climate. First, therising
incidence of domestic and international terror means there are more reasons
to be fearful; and second, improvements in technologies of surveillance —to
monitor communications and geolocation, to capture and log visual images
and commercial transactions, to aggregate the above data, and to extract use-
ful insight—means the potential fruits of dragnet surveillance are assuredly
plentiful.

Advocates of repeal could calm us with assurances that full attention will
be given to preventing misuse (assuming agreement on what counts as such)
and holding perpetrators to account. Requiring antecedent specifcation of
particularized purpose, as required by the Fourth Amendment, severely
handicaps efforts to catch criminals and expose dangerous plots and other
serious threats, because we cannot always predict what patterns the data re-
veals and whether they will be useful.” Requiring probable cause under-
mines the efficacy of big data analytics because a backdrop of normal
patterns of communications, activity on social networks, and transactional
confgurationsiscrucial to detecting thesuspicious, theabnormal, the wor-
thy of note. This is particularly relevant in applications of unsupervised ma-
chine learning, where patterns must be discovered in all the data, not merely
a focused subset.

Respondents insist, however, that a liberal democracy must retain some
version of the Fourth Amendment. They warn against dragnets and remind
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us of theinvasive and demeaning character of random or universal “stop and
frisk,” mandatory drug testing, and house-to-house searches. They spell out
the important work of the Fourth and other amendments, such as the First, in
forestalling totalitarianism by restricting the scope of government’s intrusions
into citizens’ private endeavors and maintaining certain spheres—home, re-
ligion, political association —as off limits. In the clearly demarcated instances
where administrative functions allow government agencies into certain
areas of private life—for example, to process Medicare reimbursements,
long-form tax flings to the IRS, the decennial census surveys, and welfare
benefts —data holdings generated through these interactions have been
rigorously siloed.” The fact of mass monitoring is bad enough, respondents
may say, but equally so is the mere feeling of it, chilling activities crucial to
quality of life and civil society, including, but notlimited to, free associa-
tion and speech.

Therepealadvocatesmilesindulgently. Present-day dragnetsmay be cast
with enormous discretion, via hidden cameras, unobtrusive motion sensors,
concealed listening devices, passive capture of signals from mobile devices,
black box recorders attached to broadband cables, government-installed
network malware, third-party data aggregators, and so forth. Citizens will
neither feelinvaded nor will they even know. “If youhave nothing tohide,
youhavenothingtofear” istheir fnal reassurance; theinnocentshould not
worry because although collection will be unfettered, harmful uses will be
curtailed. My guessis that few readers of this chapter will feel reassured,
though they may differ on the grounds for their unease. For some, itis the
special relation of government to private citizen that calls for special atten-
tion, a need that is evident to lawmakers and even privacy skeptics. The fu-
rorover what Edward Snowdenrevealed about NSA practices speaks clearly
to this concern.”

But what are the reasons for fencing in government power” despite ob-
stacles it may create for its administrative function, guardianship of national
security, and protection against crime? Why have we refused to open the
floodgates? In addressing these questions, an account of republicanism of-
fered by the political philosopher Philip Pettit provides insight.!® According
toit, to achieve political liberty we must do more than thwart repressive gov-
ernmental actions; we also must contain government domination, meaning
the power of government to interfere arbitrarily in our lives. The point is
worthemphasizing: concern does notstop with arbitrary interferenceenacted
but extends to the power, or potential, of arbitrary interference."” Adapting
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this principle to data, the inappropriate collection of information about pri-
vateindividualsand masscollectionaboutpopulations providesgovernment
with inordinate powers to interfere. With the phrase “knowledge is power,”
the qualifcation “when you use it” is unnecessary because the mere having
of knowledge is a form of power in itself. Because the gathering and holding
of information are empowering to government, the Bill of Rights and other
legislative acts that strengthen informational privacy through procedural bar-
riers and prohibitions'”are critical measures to protect individuals and
populations against governmentdomination.

In the 2016 case Birchfield v. North Dakota, which decided whether
doctrine permits police officers to conduct warrantless breath tests, the
U.S. Supreme Court concluded that while breathalyzer blood alcohol con-
tent (BAC) readings do not require a warrant, blood tests do, frst because
they are invasive (i.e., pricking the skin) and second because they generate a
lasting sample: “A blood test, unlike a breath test, places in the hands of
law enforcement authorities a sample that can be preserved and from which
itis possible to extractinformation beyond a simple BAC reading. Even if
the law enforcement agency is precluded from testing the blood for any pur-
pose other than to measure BAC, the potential remains and may resultin
anxiety for the person tested.” 1 This brief snippet recognizes the mere po-
tential of use as warranting a higher standard —in particular, the require-
ment of an ex ante rationale for collection of this type of nonephemeral
product. Data collection has equivalent properties, as it generates “a sample
that can be preserved and from which itis possible to extract information
beyond.”

Appreciating the Fourth Amendment as a meticulously crafted trade-off,
we may, nevertheless, fnd persuasive the enthusiasm of government
agencies—from the NSA to law enforcement to the NIH'*—for the positive
potential of big data. The scales may tip against its barriers and prohibitions
onacredible showing thatmass collection of communication and transac-
tional data, augmented with vast data commercial holdings, would enable
more effective mining of suspicious activity and criminal or terrorist net-
works, or that enhancing traditional medical records with broad swaths of
lifestyle records could afford great cross-over understanding in both
spheres.w5 Itmaybetimetorecalibratethebalance. Butifthebeneftsof vast
datarepositories have soared, so have its distinctive threats. Big data (includ-
ing analytics) produces unpredictable insights, and individuals rightly may
worry about what could trigger special interest and scrutiny of them —
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ordinary things, features of their tax returns, persons with whom they so-
cialize, where they travel, and how they pay. If the machinations of big data
cause greater worry to the terrorist bringing abomb aboard a plane, their
unconstrained application also raises concerns for which past precedent does
not readily prepare us.

In her concurring opinion in United States v. Jones, Justice Sotomayor
highlights distinctive threats associated with GPS-enabled tracking, rightly
pointing out thatthe creation of a “precise, comprehensiverecord ofa per-
son’spublicmovements” exceeds thescopeofallowable, “plain view” surveil-
lance by a police officer.® Similar concerns have engaged the scholarly
literature that seeks to characterize the distinctive, incremental threats from
amassing data continuously over time or aggregating data across a myriad
of sources.!” These works locate the potential to destabilize the tenuous bal-
ance of power between government and other data holders not merely in the
additive powers of expanded data sets, but also in the multiplicative powers
of analysis and inference. Although these concerns focus on the capture and
accrual of information about individuals, one at a time, the power of big data
isonce more multiplied by captureand accrual across populations. Tradi-
tionally, in the context of governance, population or mass surveillance and
“dragnet,” or bulk collection are reviled, and typically associated with au-
thoritarian and totalitarian regimes and a disregard for civil liberties and due
process. By contrast, big databoosters extol the capacity it offerstoacquire
and analyze data from whole populations, not mere samples.'® Machine
learning can perform its magic ever more dramatically over ever more data;
thelargerthe population, the greater thenumber of features that canbein-
tegrated inits scope. Intelligence gleaned from wide-ranging features (prop-
erties, attributes, or types of data) across large populations may include
emergent associations, networks, and relationships and predictive accuracy
in areas of life in which government has no legitimate business. Individuals
must worry not only about what data they may have produced or informa-
tion about them that may arouse suspicion, but also about others with whom
they associate—not an unprecedented concern—and whom they happen to
resemble.'” Whether such resemblances track natural attributes or those
concatenated from the mysterious workings of machine learning algorithms,
these processes undermine the discretion ordinary individuals have in de-
fning their relationship with government and, further, increase uncertainty
over what might be exposed and exploited in this relationship. These, pre-
cisely, are the powers to interfere, arbitrarily, that characterize government
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dominationand understandably provoketheanxiety anticipated by the Court
in Birchfield.

Afavoritetauntof privacy skepticsisthat wehave more privacy today
than in bygone days when everyone in the village knew everyone else’s se-
crets. But even these skeptics draw the line at government, and not only
because ofhow muchitknows. Knowledge may give power toyournosey
neighbor, but the governmenthas alot more of it to wield —it can deprive
youofliberty andlife. Whenitcomestopowersofthestate, therefore, even
those generally skeptical of privacy-based constraints on big data are mea-
sured in what they support. The harsh realities are sobering. Many of us may
trust in the restraint and integrity of today’s executive branch, the NSA, and
our local police to apply their practices of noninvasive, dragnet surveillance
to the singular purposes of societal safety and security and efficient admin-
istration. But centuries of recorded history featuring rulers who have ex-
ploited and tyrannized their subjects, and governments that have oppressed
their citizens time and time again, reaffirms the wisdom of protective barri-
ers.Intheageofinformationandbig data, insuranceagainstabusesmeans
selectively diminishing access to data, not merely circumscribing certain uses
of it.

Is Government an Exception to Big Data Exceptionalism?
Another Reality Check

Viewing government as a special case has been justifed by the historical rec-
ord. The public outcry following Snowden’s revelations shows no inclination
to surrender civil liberties and concede to government’s wish to amass and
hold information on all citizens willy-nilly. Indeed, over the past fve decades,
asdifficultasithasbeen tohammerout privacy regulation for the private,
commercial sector (with a few exceptions), we have clung to limits on prying,
surveillance, intrusions, and invasions provided by a combination of the Bill
of Rights and legislation, notably the Privacy Act of 1974 and various
wiretap statutes. Proponents of BDE could follow the lead of privacy skep-
tics who have made an exception of government even as they have resisted
legal restraints on commercial actors, citing efficiency, free speech (of these
actors), free “stuff,” innovation, and the fact that people really donot care.
Outlawing harmful uses would suffice as a safety net.
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Letus view this familiar position through the reality flter. In the previ-
oussection, we cited threats to political liberty from government domina-
tion as reason to see collection as a contributing factor in its own right. There
is compelling reason to extend this scrutiny to private, commercial organ-
izations, which in a relatively short period of time not only have accrued and
enclosed vastdataholdingsaboutindividuals within discretenationsbutalso
have amassed vast powers, globally, to shape national and international pol-
icy.""*They may not have armies at their direct disposal, but they do have the
ability to affect the lives of individuals in basic ways— shelter, security,
employment—and to exploit the reliance on them for data that governments
cannotobtainby dintofeitherregulation or incapacity.111 Whereas, for the
most part, national borders circumscribe governments’ exercise of direct
power, such borders have been notoriously porous where global information
companies are concerned. No doubt, as global corporations across different
industries have found ways to evade national laws in one country by selec-
tively situating questionable practices where they anticipate least resistance,
those in the information services and data industries have an advantage
from their command of global digital networks and their direct grip on
popular engagement.''?

Even without the mortal powers wielded by governmental actors, corpo-
rate actors armed with the power of data can affect the attainment of a decent
life —shelter, employment, nourishment, family, friends, health, education,
and security. Tyranny and domination come not from the power merely to
interfere with people’s actions and choices, but to interfere arbitrarily. Cele-
brating the promise of big data, its boosters have cited predictive capacities
that exceed the capacity to explain systematically. Thus, companies may
maximize their utility function in various areas—hiring practices, market-
ing, operational decisions —onthebasis of dataalone. Yet, whatmaybeex-
pedient for a decision maker might be a decisive blow to the subjects of such
decisions whose prospects are stymied in vital spheres oflife, particularly
those in the margins of actuarial error, without rhyme or reason. Already
much discussed, the opacity of decision systemsbased on machine learn-
ing algorithms, compounded by lack of access to data held in private hands,
creates a fortress against publicinspection. Where a demand for explana-
tion and justifcation goes unanswered, it is impossible to know whether life-
critical decisions are fair or unfair, relevant or irrelevant, and to those
affected, they might as well be arbitrary. By any name, this is domination. In
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afreesociety, cumbersomeasitmay be for private, commercial actors, the
burden of accountability falls on them for their collection practices, just as it
does on governments.

Summation

Inadeparture from received principles of privacy regulation, the thesis [ have
called big data exceptionalism (BDE) supports the deregulation of data col-
lection. Its key assertions are that (1) characteristics inherent to digital
technologies make collection inevitable and unavoidable; (2) inherent char-
acteristics of big data make it impossible to anticipate in advance what
knowledge may be extracted and what purposes are served by large data
aggregations; (3) notexploiting the promise of big data toits fullest will be
costly to society; and (4) to address harms and risks typically associated with
threats to privacy the regulation of data use is sufficient.

This chapter disputes BDE on conceptual, normative, and descriptive
grounds. To begin with, ambiguity in the key terms use and collection
challenges the coherence of the distinction. Take collection. As an inevi-
table byproduct of functioning digital technologies, it resembles the imprint
of a foot in wet sand. If that were all collection entailed, BDE would not
amount to much, butif collection entails more, how much more? Atmini-
mum, one would expect the digital imprint to mean something—that is, be
conceptualized and classifed —and beyond this, for collection to allow a
degree of permanence and recovery, hence storage in an indexed or search-
able database, allowing for later access. An ability to organize, amass, ag-
gregate, and curate seemsalsoinevitably to follow. Data flow from a frst-party
collector and a third party mightappear tobe a useinstance, but third par-
ties could argue that they are “collecting” data, albeit not from data sub-
jects directly. And while something may seem wrong with placing data
brokers, in their data gathering mode, outside the remit of regulation, itis
consistent with the industry practice of acquiring data through mergers
and acquisitions.

Although proponents rarely acknowledge these ambiguities, where one
drawstheline canchangewhatBDEmeansand posesadilemma:anatten-
uated defnition of collection that keeps more activities within the scope of
regulation is more palatable to privacy advocates but reduces the scope of al-
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lowable practices; more activities outside the scope means greater freedom
forbig data processors and is farther from traditional privacy needs. This
chapter has assumed a more inclusive defnition of collection.

In support of deregulating collection, proponents cite grandiose
forecasts —progress on the world’s direst problems of economy, health, and
security —and offer a handful of dramaticapplications that have given cause
for optimism. My chapter counters this logic. Data available for public and
publicinterestresearchisasmall fraction of dataheld in private, commer-
cial hands—for that matter, concentrated in the hands of a few dominant ac-
tors. These actors effectively hoard the data, obligated neither to pursue
benefcial and progressive applications nor to open their troves to third par-
ties to do so, or even to allow access for inspection and scrutiny of their
internal practices. Such powers of use and exclusion, sustained and enforced
through a combination of property rights, commercial freedom, contracts,
and technologies, will notbe dislodged without a concentrated effort on sev-
eral fronts, including regulation. Without it, the illusion cannot be sus-
tained that these holders will ask questions about their data and address
problems to serve the common good. Similarly, risks to data subjects will
be addressed only to the extent that this aligns with the interests of data
holders. (Such analignmentwasingeniously achieved in the case of credit
card fraud liability.)

The BDE proposition comprises two interdependenthalves: lifting restric-
tions on collection, counterbalanced by restrictions on use. I have concluded
that collection without accountability is not currently justifed. Furthermore,
past failures to harness and guide information use in ethically legitimate di-
rections, or even to audit data holdings as a precursor to prevention, cast
into serious doubt the grounds for faith in use restrictions.'®* The greatest
challengeyettothe positive promise of userestrictionsis (and will be) con-
testation over what uses should be allowed and what should be restricted.'*
Controversial use regulation will be no less subject to stakeholder manipu-
lation in all the data practices that concern us—from holding data processers
responsible for breaches and preventing insurance companies from incorpo-
rating preexisting medical conditions to using proxies to reveal union sym-
pathizers and inferring pregnancy to determine marketing strategies.

Finally, Ihave challenged thenotion that collectionitselfisinnocuous.
On the contrary, the mere holding of data by powerful parties bolsters their
domination over the subjects of this data; a metaphorical sword dangles
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overhead, but we know neither the nature of the weapon nor what will trig-
gerits plunge. Such threats, for centuries understood in the relation of govern-
ment to citizens, increasingly characterize the relation of individuals to
powerful corporate actors.

A paragraph of recommendationsisinadequate toaddress theissues pre-
sented in this chapter. In broad brushstrokes, one clear candidate is that we
sustain and strengthen efforts to regulate both collection and use. Another
is that we regulate collection and use along contextual lines, not lines of data
ownership. This means resisting the common practice of companies accru-
ing data through acquisition, which might have raised eyebrows if achieved
through the sharing of the same data across company lines. It also means
regulating the willy-nilly merging of datasetsaccumulated from differentdo-
mains already within a single company. It means meaningfully holding data
proprietorsresponsible for databreaches. It meansinsisting that whereas
there can be flexibility in how data may be used, we can still insist that all
dataholders committobroad purposesand that, depending on thenature
of the purposes, we will regulate. Finally, with the accumulation of vast data
holdings comes the responsibility to allow this data to serve the publicinter-
est,notmerely atthe discretion of the dataholder (i.e., notas “data philan-
thropy”) but at the determination of the people’s will.
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